The Meaning of Maxwell’s Equations

Abstract: If Maxwell's Equations are fundamental, and this paper suggests that a form of them are, then they must correspond to the most fundamental notions in our 3D physical universe. Why are there exactly four fundamental physical transformations (reflection, translation, rotation, and scale)? Why are there four basic forms of energy (potential [eV], translational [mc2], rotational [hv], thermal [kT])? Why do unit systems require five independent properties (SI: mass, charge [current], length, time, temperature). Can a natural unit system correspond with Maxwell's Equations? Why do physical systems conserve five properties (energy, charge, linear momentum, angular momentum, and something else [parity? spin? what?])? Why is space 3D? What do divergence, gradient and curl mean? Why does complex algebra describe physical systems so well? Do the Gauss Laws really operate independent of time? What form of Ampère's and Faraday's Laws are fundamental? Are integral or derivative forms more fundamental? How do we derive other laws from these four? If Maxwell's Equations really are fundamental, we should demand more from them. They will not disappoint.
Axiomatic Physics:

Since the ancient Greeks, and likely before them, an ongoing debate has raged between rationalism and empiricism.  At the risk of some oversimplification, the two camps split as follows: The rationalists, represented first by Plato and in the 17th century by Descartes, Spinoza, and Leibnitz, view the realm of ideas as above and beyond mere experience.  Conversely the empiricists, represented by Aristotle and later by Locke, Berkeley, and Hume, see the input of the senses as all that can be known, or at least all that is worth knowing.  Generally modern-day rationalists in physics are “theorists”, while their corresponding empiricists are “experimentalists”.  In the 20th Century, the theorists wound up with such a hodge-podge of conflicting ideas that most scientists today have become devoted empiricists.  “Let’s just stick with works,” they say, “and forget the theory.”  Even many theorists have become empiricists by constantly tweaking their beautiful theories to fit new facts, or by simply disregarding pesky non-conforming facts.  The remaining handful of rationalists has worked out its ivory tower theories regardless of, and in spite of, experimental data.  This has gone on to the point where these theories have lost all contact with physical reality, to the point where theories apparently must be beyond the comprehension of nearly everyone to be correct, and to the point where good theory is no longer even considered valuable or worth pursuing.

In truth, however, the most productive approach to science is neither rationalist nor empiricist, neither theoretical nor experimental, but striking a healthy balance between the two.  In a vigorous scientific environment, experiments supply the raw data from which to formulate theories, and good theories make testable predictions from which new experiments can be devised.  Further, good theories are intelligible, useful, and applicable to a wide variety of situations.  While the applications of a robust theory may require specialization, the best theories themselves are understandable to everyone with sufficient interest.  In fact, a theory beyond the ken of the majority may possibly be correct, but is certainly not expressed optimally.

The 20th Century was simultaneously blessed and cursed with the theories of relativity and quantum mechanics (QM): blessed because these theories have made many useful predictions (especially QM), cursed because they have left common sense notions far behind, and delegated physical understanding to a an orthodox elite.  Our position today is thus both similar and dissimilar to that at the close of the Middle Ages: similar in our deference to the paradigms of an orthodox elite, dissimilar in our emphasis on empiricism.  If the Middle Ages erred by being too Platonic, too enamoured with innate ideas, too rational, our own age errs by being too Aristotelian, too caught up with results alone, too empirical.  If Francis Bacon’s scientific method introduced empiricism to a rationalist world, physics today desperately needs a rational understanding of the tremendous critical mass of empirical data we’ve managed to pile up.  Not a new theory to patch up old theories, but only a radically new foundation for physical understanding will do.

This somewhat lofty preamble serves to introduce the primary purpose of this paper: a physical understanding of Maxwell’s Equations.  These laws were discovered empirically, according to scientific method, via experiment.  Theories naturally emerged, but not until Maxwell himself collected these seemingly unrelated laws into a unified whole were the theories of electricity and magnetism connected with those of light and radiation.  To this day, these equations keep popping up, somehow associated with relativity, QM, and all the theories of modern physics.  Recently Andre Assis proposed, and Charles Lucas derived, a net attraction between oscillating electric dipoles, corresponding to the force of gravity.  David Bergman, Stoyan Sarg, Vladimir Ginzburg, and many others have shown electrodynamics capable of accounting for the structure of atoms and elementary particles.  The work of Mahmoud Melehy and this author supports a connection between electrodynamics and thermodynamics.  Apparently if any set of equations has the potential to unify all of physics, it should be some form of Maxwell’s Equations. 

But, assuming it possible, is it sufficient to start with Maxwell’s Equations as axioms, and then derive all the physical laws?  Are there concepts even more fundamental than any set of equations?  Of course, the concepts of space, time, matter, motion, interaction, conservation, continuums, “discreetums”, groups, etc. are more fundamental than any equation.  If some form of Maxwell’s Equations is axiomatic, the source of all other physical equations, we should be able to interpret it in terms of these more fundamental concepts.  The equations should be derivable from logical considerations alone.  What Elia Cartan and the Bourbaki achieved in deriving all of mathematics from an irreducible set of axioms should be possible in physics as well.  This paper attempts to establish such a foundation for physics via Maxwell’s Equations.

Groundwork:

To start cleanly we must first clearly distinguish between physical reality and our conceptions of it.  Ideas and perceptions exist only in the mind.  Thus mass, light, energy, entropy, etc. are merely ideas, having no actual existence.  Though real objects unquestionably exist and move, the concepts we use to describe them belong to the Platonic realm of ideas alone.  Now this realm has value, being our only way to make sense of the Aristotelian realm of physical reality.  Thankfully experience shows that the real physical universe behaves rationally, and so can be understood in terms of these invented ideas.  But invented they are.  We would therefore be wise to release preconceived notions of mass or light, for example, and prepare to accept alternative notions if they accord better with logic and experience.

Here follows a brief summary of assumptions made herein, discussed more thoroughly in another paper:

1) Three-dimensional, homogeneous, isotropic, divisible space exists.

2) Serial, homogeneous, divisible time exists/occurs.

3) Homogeneous, divisible matter exists as charge in space.

4) Relative motion of matter exists/occurs within space over time.

5) Space, time, matter, and motion exist/occur independent of observation.

6) Fundamental particles, if they exist, are fungible, each like another.

7) Cause and effect govern all interactions of matter.

8) All associated fields of matter are continuous functions of space and time.

9) Energy arises from interactions between the fields of matter.

10) The Universe is governed by conservation, consistently at all scales and times.

Since these are potentially debatable points, despite my arguments that many of these ‘assumptions’ must hold in any case, regard them as assumptions for the purpose of this paper.  You certainly may disagree with any of them, but accept these assumptions and you must also accept what follows from them.  Now divisibility means that any volume of space, span of time, or finite chunk of matter can be broken into parts, implying structure at all scales.  This property ultimately results in continuums of space, time and matter, and denies the existence of an ultimate, structureless, indivisible volume, timespan, or object. Homogeneity implies that each infinitesimal volume, timespan or object is like every other, insofar as being space, time or matter.  Neither do there exist qualitatively different kinds of particles, each being fungible (#6), though there may be different sorts of motion within particles, and though particles may differ in function.  Note that time and motion “occur” because they are “doings” rather than “beings”.  In the referenced paper, I argue for the independence of space (being) and time (doing), establishing simultaneity and the universal instant.  Though clocks may run differently in different physical situations, the passage of time itself does not depend on one’s point of view.  So serial time means that each instant or snapshot in time immediately follows another continuously.

Elaborating on assumption #4 in the other paper, I further establish the concept of Mach’s Principle, that motion is only meaningful with respect to (wrt) matter, as opposed to wrt space itself or wrt observer (#5).  If this statement of Mach’s Principle is correct, we must then have some sort of accounting system to track the motion of every element of matter.  Such a system must tell us at point A what’s going on at point B, else the motion of matter at A would not be wrt other matter at B, but to something else.  An accounting system that tracks the location and motion of every element of matter in the Universe is a field.  Rather than regard this concept of ‘field’ as simplistic and mysterious action-at-a-distance, Charles Lucas explains that the fields of matter are permanently attached to it, an inseparable part of matter itself.
  In fact, the fields of matter arguably have more to do with interactions than matter itself.  As Maxwell himself reasoned, we do not experience matter directly, but only through its influence, which we measure via fields.  Derived from continuums of matter in continuous space, fields must themselves constitute continuums (#8).  Moreover the behavior of every element of matter then results from the interaction of its fields with the fields of all other matter.  If its motion and behavior is determined only wrt other matter, then this behavior must accord with some sort of sum or integral of these interactions.  To argue that fields aren’t ‘real’ or that energy isn’t ‘real’ is to miss the point.  Of course they’re not real; they are only ideas.  But they are necessary if we wish to devise an accounting system that allows us to understand why matter behaves as it does.

With this brief background, it’s now time to introduce a chart of the four Maxwell Equations, summarizing some of their features discussed in this paper.
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Part 1: Gauss  Law
According to Mach’s Principle as stated, fields constitute an accounting system to track the locations and movements of matter.  To quantify this idea, therefore, we must begin with an equation expressing a relationship between matter and fields.  If matter is continuous in space, then the most fundamental description of matter is via matter density or matter per amount of space.  Let’s denote it here by the scalar quantity ρ, which has a finite (possibly zero) value at every point in space.  We seek some sort of vector field or directed magnitude  that tells us for every observation point B how far away and in what direction an element of matter at A resides.  More precisely we desire the integral sum of the contributions from all elements at all points in space at observation point B.  Now what mathematical expression of a field is the most meaningful way to represent the existence and concentration of matter at any point?  What says, “here I am”, “I exist” to every observation point?  The operation that accomplishes this is divergence.  Though usually expressed in Cartesian coordinates as originally presented by Hamilton, divergence is a coordinate-system free mathematical expression of spreading out equally in all directions (see [9] below).  We express the existence of matter ρ by a diverging field  with the Gauss D Law:
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You might well say, “We already knew this formula” or “This assumes that charge is the ultimate sort of matter.”  But no.  This formula merely states that the existence of matter is expressed via a diverging field.  Divergence expresses existence mathematically.  We’ve not yet said anything about charge, but have only chosen to use symbols commonly found in the context of electrodynamics.  The symbols ρ and  represent matter and the “matter field”.  Instead of  and ρ, the symbols may as well have been  and , or whatever, but the relationship remains.  Though jumping ahead a bit, we might have chosen the Poynting vector S, stating that energy density (pressure) P exists:
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True enough, at all points where a net divergence of the Poynting field occurs, a real flow of energy exists/occurs.  While the concept of energy is part of our idealized accounting system, the effect is real and it really exists/occurs.  However, [2] differs from [1] in that dP/dt represents a time dependent process, whereas ρ represents matter itself, by assumption #3, unchanging with time.

In fact, there is no time dependence on either side of the Gauss  Law, equation [1].  Existence doesn’t depend on time.  Either something exists or it doesn’t.  However, this lack of time dependence also implies that the equation is incomplete by itself, because it says nothing about motion.  We require the time-dependent Ampère and Faraday Laws for the equations of motion and temporal “initial conditions”.  As we shall see, none of Maxwell’s equations are complete alone, but require the other three to form a complete set of relations temporally and spatially.

In a sense, Gauss  is not a law at all, but a definition, defining field  in terms of matter ρ.  However, because Gauss  is a differential equation, expressing  via a differential, there exists more than one “solution”.  Field  is not expressed directly, but rather as a spatial derivative, and so requires boundary conditions for a unique solution.  Therefore Gauss  is also incomplete for lack of boundary conditions.  From the Gauss  Law, we’ll discover some surprising boundary conditions, namely that closed-loop circulating particles bound themselves.  In fact, particles exist precisely because matter must circulate in closed loops, as will be discussed.

Knowing  at observation point B for a particular charge element ρA at A doesn’t tell us where the element is located, but only the direction from A to B.  If we know the magnitude ρA of the element, then we can say how far away it is, but otherwise we only know something about the product of ρA at A and its distance from B.  This is similar to the concept of moment, idealized by the product of matter times separation of matter elements.  A moment doesn’t express an amount of matter or the separation independently, only their product.  Fortunately, we don’t need to know this.  If we know , we no longer need source ρA itself, because we are generally interested in ’s effect on some other element of matter.  That said, if we know the entire field  at all points in space, we can generally determine the distribution of ρ that caused it.

The general solution for  is the sum of the particular ‘static’ solution  static, spreading out equally in all directions, plus any solution  wave exhibiting no divergence.  Waves solutions arise from Faraday’s Law, are “solonoidal”, and do not diverge.
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We now arrive at an important question: do fields propagate instantaneously?  A quick glance at [1] suggests that they do, since there is no time dependence.  The simplest and most naïve interpretation of Gauss  shows that field  moves rigidly with element ρ, independent of distance.  But this does not accord with experimental results suggesting propagation and time delays.  We resolve this by recognizing that the “static” particular solution  static actually does move instantaneously with the element, however the “shock” of this instantaneous change is absorbed by the total solution, which “propagates”.  It is fruitful to regard  wave as the “shock absorber” part of the solution.

Since motion is determined only wrt other matter, it is precisely this other matter that “causes” an element to move at all.  Element ρ1 can’t move unless something else, ρ2, pushes it, so Dstatic-1 can’t change unless Static-2 also changes.  This pushing and pushing back between elements, action and reaction, balances according to Newton’s 3rd Law, creating a net null instantaneous effect at a distance.  Put another way, though  static-1,  static-2, and the fields of all the interacting elements may change instantaneously, their net effect at a distance in general may not.

To illustrate, an observer on the moon sees interactions between bodies on earth as “internal” to the earth system, or an observer from a far galaxy sees interactions between planets as “internal” to the solar system.  These changes in “internal” distribution of matter are what radiate and propagate.  Thus, though the static solutions do shuffle around instantaneously, even at the farthest distances, there is rarely any net instantaneous change at these distances.  The changes require “propagation time”.  This illustration also shows why we can often disregard influences from large distances, since most of these “internal” interactions at a distance cancel.

Returning to [1], Gauss  assumes the sign convention that for positive ρ,  points radially outward.  We could just as well have chosen  to point inward for positive ρ or could have used a ‘convergence’ operator rather than the customary divergence.  In fact, prior to the Gibbs-Heaviside convention of divergence, Maxwell himself thought in terms of convergence.
  Under either of those conventions, equation [1] would have a negative sign, but this would not indicate any change in the actual physics.  Thus the ‘rule’ that electric field lines travel from positive to negative is no more than a convention.  Though we could easily alter the convention, it would require rethinking the signs in many physical equations.  Another convention that normally passes without thought is the order of the sides.  We could write:
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In a way this form makes better sense, because ρ “causes” .  However, because ρ is often zero, as in [3a], it seems less awkward to place the zero on the right.  This idea of the “cause” being on the right carries over to Ampère’s and Faraday’s Laws, while the convention for all of Maxwell’s equations is to place the spatial field derivatives on the left.

The idea of divergence itself, however, is independent of convention, and consistent with the concept of reflection.  Visualize rays emanating from our point A equally in all directions.  Follow any given ray through point A and the ray reverses direction; it reflects.  In freshman physics, most of us were taught that electric field lines travel from positive charge to negative, but this is only half the story.  Actually the field lines continue; they never end, but reverse direction when they pass through matter.  The fields of matter reflect.  So existence is connected with the concept of reflection.  This fascinating connection is confirmed in the very structure of language, in which “reflexive” words refer back to the “self” or subject.

Having established a relationship between matter and its fields with Gauss , we might ask, “What next?”  Do we seek more such relationships or do we seek relationships between fields alone?  Surprisingly, we want to focus only on fields, because continuous fields exist at all points in space, and information about all matter in the universe is already present at every location in space via fields.  Remember that fields constitute our accounting system to track the locations and motions of matter.  If Mach’s Principle is correct and the motion of matter is only meaningful wrt to other matter, we simply MUST have this accounting system in place, or we cannot say what moves wrt what.  Maxwell himself recognized that we do not experience matter directly, but only via its influence.  It was his genius to realize that we can treat fields, which are inherently continuous, in the same manner we treat other continuous media, via equations of continuous “fluids”.  We therefore expect all the other fundamental equations to be expressible solely in terms of fields.

In fact, a glance at the four Maxwell Equations [] quickly reveals that none of the other three equations deal with matter directly, but only indirectly through fields.  Thus matter density ρ must be the ultimate source of all effects governed by Maxwell’s Equations, inducing matter fields (), which in turn induce motion fields (H), and so on.  Gauss D provides the one and only link between matter ρ and fields. The other three express relationships between fields, but do not reveal how those relationships affect matter itself, the primary goal of physics.  For example, Ampère’s Law treats current in the form of changing fields, but current ultimately arises from moving matter and affects the motion of matter.  Faraday’s Law treats voltage, changing flux, in the form of fields, but flux changes ultimately arise from rotating matter and affect the rotations of matter.  Only Gauss  deals directly with matter, and must therefore govern both sources AND receivers.  Therefore to determine the behavior of matter, we must consider the interaction between the fields of an environment (source) and the fields of the objects whose behavior we wish to determine (receiver).  We’ll return to this idea after developing the “environment” electric field E.

As will be shown below with Coulomb’s Law, like elements of matter that obey Gauss  [1] repel each other, independent of convention.  If that which exists obeys Gauss , then that which exists spreads, unlike mass, which attracts.  Based on Gauss  alone, matter tends to spread, having the least amount of tension between elements when spread uniformly throughout space.  However, there is a limit to all this spreading if the density of matter in space is finite, which occurs when a conserved, finite amount of matter occupies a finite amount of space.  Matter will not spread out any further because there is nowhere else to go.  Moving away from one element necessarily moves an object toward another.  Therefore there exists some finite capacity for storing matter in space itself, some minimal amount of matter capacitance “permitted” by the limitations of space.  We’ll designate this “permittivity” with the constant ε0.  It is ultimately a property of matter, not “free space”, but arises because space itself imposes limits on how much matter can spread.  There will be much more to say about this matter-and-space-based constant and its relationship to the storage of matter or capacitance.

Let total represent the total field at every point in space, generated from the integral sum of all elements of matter everywhere. Then define E as the field of the environment in terms of ε0:
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Field E now represents the environment or source, the influence of all the matter in the universe at every observation point B.  Moreover, it accounts for the permittivity limits imposed by space itself by the inclusion of constant ε0.  The object of interest (receiver), whose motion we wish to determine, generates a field object that in general does NOT equal total.  Significantly total does include contributions from object.  The interaction of the object with its environment, denoted as energy density P, can now be expressed mathematically, along with its gradient, force density f:
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Note that [6a] allows for regions of negative P, though such instances are extremely rare in practice, because the dominant contributor to E is object.  The negative sign in [6b] accords with convention, depicting the force density f of the environment on the object.  A positive sign would indicate the force density of the object back on its environment.  In any case, the magnitude of this force density is clearly greatest in the region nearest the object.  It is everywhere finite, however, because the object necessarily occupies finite space, due to divisibility.  From [6] we can determine the energy of the object as well as the force acting on it, by taking integrals over all space.  AS indicates “All Space”.  Note that the tilde sign indicates a pseudo-vector, as explained in another paper.
  Let it suffice here to recognize that “pseudicity” expresses spatial relations relevant to reflection, and that scalar volume τ and areal vector S are both pseudo quantities.
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Our initial assumptions demand that an object’s energy depends only on interactions between its fields and the fields of its environment, and this is exactly what [6a-7a] depicts.  Moreover, the force acting on it is the integral sum of the gradient of these interaction pressures, NOT the gradient of the integral.  The distinction between the integral of a gradient and the gradient of an integral needs to needs to be shouted from the nearest mountaintop, because much in physics today defies this logical necessity.  Energy or “potential” is defined as a spatial integral of energy densities or pressures.  How can we take the gradient of a sum or integral, which by definition does NOT have a value for every point in space?  A property that takes a value for every point in space is defined as a field.  Conversely a spatial integral has only one value, not one for each point in space, and therefore does not constitute a field.  It is only physically meaningful to take the integral of a field, and energy is not a field.  Physicists skirt this issue by introducing the concept of a “test charge” or “test mass”, but this applies only under certain approximations.  To be precise, it is the interaction of the fields of the test object with the fields of the environment that constitutes its energy.  It is never precisely correct to claim the force acting on an object as the gradient of its “potential”.

Integral Forms:

Armed to derive some integral forms of Gauss  [1], we can express an infinitesimal element of matter dq in several ways, with τ and S depicting volume and area:
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The first equality [8a] is merely the definition of dq; [8b] follows from Gauss  [1]; [8c] follows from Gauss’s Divergence Theorem, which in turn follows from the definition of divergence (we’ll return to [8d]):
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Note that the surface integral is marked with a circle to indicate closure around the volume Δτ, and to distinguish it from similar “open” surfaces found in Ampère’s and Faraday’s Laws.  Technically [9] could be expressed more generally by replacing Δτ with a spatial element of any dimension N, and dS with an element of dimension N-1.  Divergence, and hence Gauss , could then be expressed in any N-dimensional space, though physical space is unquestionably 3D.  Both [8c] and [9] state that the divergence of a field over an infinitesimal volume dτ equals the sum of those fields at the surface of the volume.

There is no 3D space along the 2D surface separating two adjacent volumes.  Contributions pointing out of one such volume necessarily point into the other.  Thus, in determining the net field emanating from a combined volume, we can ignore the contributions along the boundary of two adjacent volumes, and consider only the exterior of the combined volume.  The Divergence Theorem can then be extended to any number of infinitessimal adjacent volumes, and thence to arbitrary finite volumes.  Thus, the integral form of Gauss  means that the sum of the contributions from each matter element ρdτ inside a given volume equals the sum of the contributions from each field element  •dS over the surface of the same volume.
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Since the volume in [10] is arbitrary, the equality must hold for every element ρdτ.  Therefore, by means of [8], we can derive the differential equation [1] from the integral [10], as well as the reverse.  Both [1] and [10] are equivalent statements of the Gauss  Law.  Both are mathematical statements of the existence of matter.

Returning to eq. [8d], we find a solution for  directly, along with a derivation for Coulomb’s Law.  Elia Cartan made the brilliant observation that any quantity A integrated over some manifold B gives the same result as integration of B over A.
  Eq. [8d] is one expression of this idea.  Since the volume of [10] is arbitrary, consider an infinitesimal sphere, for which the element ρdτ in [10] must contribute to the  field without directional preference.  Each element contributes equally to all points at distance r with an intensity inversely proportional to the spherical surface area S = 4πr2.  Thus, the vectoral contribution to d at the implied surface S = 4πr2 from ρdτ in the direction of r is:
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As a check, note that areal vector dS is parallel to r at the surface:
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And from [5], where kC is Coulomb’s constant:
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Though clearly [13] follows from [1], the reverse does not necessarily hold.  Eq. [13] represents a solution for static, but not a general solution involving wave.  It also introduces the bane of physics, the problem of singularity.  What happens at r = 0?  Eqs. [12]-[15] do not follow from [11] at r = 0 if dq = ρdτ is finite.  This is resolved by remembering that ρ is everywhere finite, and a finite contribution over a zero volume at r = 0 is still zero.  There are no black holes or singularities as long as we adhere to the physical requirement that matter density ρ remains finite.

While we’re on the subject of finiteness, conservation of energy, expressed by S = E x H in Poynting’s Theorem [2], demands a finite S field everywhere, since conservation is only meaningful for finite quantities.  This in turn demands a finite  field with finite divergence everywhere, which by [1a] requires finite charge density ρ for all points in space.  Therefore real physical particles must extend through space, and may not have infinite charge densities.  And since charge density can nowhere be infinite, the idealization of point particles can not represent precise physical reality, however useful for practical applications.  Of course, charge density may, in fact must, be zero wherever no matter exists.  This may turn out to be the vast majority of space.

To derive Coulomb’s Law, we require the idealization that the external or applied field Eext is nearly constant in the region of the object:
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The contributions from object to integral [7b] cancel because an object exerts no net force on itself.  Therefore we can treat Eext as if it were the total E.  Under condition [16], force density [6b] simplifies considerably via vector identities:
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Incredibly, assumption [16], combined with the assumption of a static, curl-less D field, causes all the terms on the right side of [19] to vanish, except the last.  The general dynamic equation is far more complex, with the first two terms representing Poynting-like radiations, the third a Myron Evans type B3 field, and the fourth a pressure gradient tensor.  With all terms negligible, by [6]:
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It’s important to realize that [20], which leads to F = qE, similar to F = ma, is by no means a fundamental formula, but an approximate one, based on the assumption of uniform, curl-less fields.  From this result, we can now derive Coulomb’s Law from [15].  The force and density of object 1 on object 2 will be denoted F12 and f12.
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Force F21 follows from [21] by simply reversing the indices 1 and 2.  Note that unit vector r12 points from 1 to 2, whereas unit vector r21 points in the opposite direction, accounting for the opposite signs in F12 and F12.  By treating ρ1 and ρ2 as “point particles” at sufficient distance apart, [22] reduces further by [10b]:
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This is a good time to pause and remember why we bothered to derive Coulomb’s Law at all.  First, it is an approximation, assuming curl-less uniform fields.  Second, it clearly does follow from the Gauss D Law and a correct definition of force (Eqs. [6] and [7b]).  Third, and most important, it shows a net repulsion between two like static elements, since F12, acting on 2 due to 1, points in the direction r12 from 1 to 2.  This derivation demonstrates that Gauss  does, in fact, imply a natural spreading out of static matter.

Here is another way to understand the natural tendency of static matter to spread, based on the assumption that all charge elements are fungible, indistinguishable from each other apart from their motions.  It occurs because the  and E fields between one element (source) and another (receiver or field), each point radially outward, and therefore must point in opposite directions along their adjoining line.  By [6a], this creates a negative energy density or pressure PP in the space between the elements.  Since force is the integral sum of pressure gradients, these gradients point outward from the negative pressure region, and thus away from each other.  Purely static charge elements therefore repel naturally.

This important consequence argues strongly for the case that matter is ultimately and fundamentally composed of material that naturally spreads.  If all other physical laws can be derived from Maxwell’s Equations, then all matter must ultimately be composed of something conformable to the Gauss D Law.  And all matter governed by these equations must be composed of charge.  In this case, matter IS charge.  This is confirmed by the existence of charge at all levels, from the structure of the nucleus to the largest galaxy clusters.  If we had to choose one property as the fundamental representation for matter, it would have to be charge, and NOT mass.  A more fundamental definition and understanding of mass will follow under Ampere’s Law.

If charge is the fundamental form of matter, then the D field, commonly called the “auxiliary electric field”, is misnamed.  The current name suggests that  plays a secondary role to its more important cousin, electric field E.  In fact, if anything, the reverse is true.  Eq. [1] contains no fudge factor constants, but expresses a direct relationship between matter ρ and field .  Therefore  would be more aptly called the “charge field” or “matter field”, and Eq. [1] is rightly termed the Gauss  Law, not the Gauss E Law.

Gravitational Analogy:

To exhibit a net attraction between like elements, Gauss  [1] would have to be expressed by an imaginary value for ρ.  The product of two imaginary values of ρ in [21] and [22] would reverse the sign, effectively producing an attraction rather than repulsion.  However, aside from the important difference in sign and the fact that mass is NOT matter, we can easily create a set of equivalent equations in terms of mass density ρm (ρ), mass field  (), gravitational field g (E), dimass constant ε0m (ε0), and gravitation constant G (kC).  These analogous quantities differ by powers of the gyrometric ratio δ, mass / charge, and generate:
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Every “electromagnetic” variable and equation in this paper has a “gravitational” equivalent, obtainable via the same substitutions, plus some additional substitutions for magnetic quantities, to be given later.  This is incidentally the proper place to begin a theory of gravitation.  Unfortunately such theories in contemporary physics invariably begin with Newton’s analog of Eq. [23], which is approximate at best.  Focusing on discrete lumps of matter without considering the laws that hold those structures together, any such theory is doomed as yet another approximation, and will never result in fundamental understanding of gravity.

It is extremely fruitful to realize that gravitational field g describes an object’s environment, analogous to field E.  According to Mach’s Principle, an object accelerates wrt to the matter comprising its environment, not wrt to space or some observer.  Therefore, it is only meaningful to say that an object “accelerates” if it resides in a gravitational field.  Else wrt what does it accelerate?  If it doesn’t reside in such a field, it’s not accelerating, regardless of how it got to its present state.  Science desperately needs to stop imagining acceleration as a property of an object and its history, and start recognizing it as a property of the object’s relationship to other objects, expressed through gravitational field g.  For example, we must release the idea that an object’s velocity is the time integral of its acceleration history, as we were taught in freshman physics, since this concept only holds under the approximation of constant g and curl-less motions.  In fact, velocity itself is never felt, but calculated, according to the relativity principle recognized by Galileo.  There is an enormous difference between kinematic acceleration, relative to an arbitrary reference frame, and actual acceleration, determined by the gravitational field in the region of an object.  As with kinematic and actual velocities, the first is relative to observer, but the second is frame independent.  Everyone is awed by Einstein’s famous equivalence principle: “An accelerating object behaves identically with a similar object in a gravitational field.”  But Mach’s Principle provides a more profound, yet less mysterious covering statement: “There is no such thing as ‘acceleration’ apart from a gravitational field.”

Concepts of Matter:

Let’s return to the subject of charged matter.  How many types of charge are there?  Are “positive” and “negative” charge fundamentally different?  Not necessarily.  Conceivably there exists only one sort of charge, but two different sorts of charged PARTICLES.  Technically, as will be argued under Ampère’s Law, the sign of this charge is not a property of the charge elements themselves, but of their ‘helicity’, right- or left-handedness, as they circulate around their path.  Matter (positive) and anti-matter (negative) differ only in the helicity of their circulating motions.  Although Gauss D suggests that two identical and neighboring charge elements will repel, it does not follow that two identical and neighboring PARTICLES will necessarily repel or attract.  That is, we may not assume that the attraction between positive and negative charged PARTICLES arises from any inherent difference between the ELEMENTS that comprise those particles.  The difference may (if fact does) arise strictly because of the difference in the MOTION of those elements in their separate orbits.  It is amazing, but true, that charge elements that would otherwise repel one another can actually attract with the right combination of motions.  This same principle which accounts for the attraction between oppositely charged particles also accounts for the attraction between net-neutrally charged structures, i.e. gravity.  More on this under the discussion of Ampère’s Law.

Most electrodynamic textbooks employ a polarization vector P, defined as the electric dipole moment p or π per volume.  Rarely if ever mentioned is the fact that P, with units of charge per area identical to , exists for precisely the same reason as , namely the distribution of matter or charge.  Usually  is given without any explicit cause, while P arises from some particular distribution of positive and negative point charges.  But fundamentally they are identical, and their difference only one of perspective.  It would be far less misleading to regard the  field due to polarization simply as  P.  In this paper, everything that applies to D thus also applies to P, and we’ll find that the same is true for auxiliary magnetic field H and magnetic polarization M.  In fact, any given volume may or may not produce an electric dipole moment depending on how the charge within the volume is distributed.  The negative sign in the following equation arises from the convention that the electric dipole moment π (distinct from momentum p) points from negative to positive, while charge field  points from positive to negative.  As explored in another paper, “The Theory of Moments,”
 charge Q, and moment π are actually the first two in a series of terms that reconstruct a given distribution of charge.
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One goal of this paper is to associate a fundamental particle quantity and an energy type with each of the four Maxwell equations, and it’s time to do that with the Gauss  Law.  Of course, these ‘quantum’ properties obviously apply only if particles exist, but their existence the circuitlike nature of motion, to be deduced from Gauss B below.  Since the total charge q enclosed in a volume is given by equation [10b], elementary charge q = ±e for a single particle must be given by the charge density inside its volume, however it is distributed. Particle charge constant e, of either sign, is then associated with Gauss D, which governs charge.  Gauss  therefore also governs potential energy qV, or eV for a single particle.

Per [6a] and [7a], energy is defined as the integral sum of interactions (dot product) between the fields of an object with the fields of its environment.  However, “environment” also includes the fields of the object itself, not naively because the object interacts with itself, but because the elements comprising the object interact with each other.  From this definition, the energy of a particle or distribution of charged matter depends on its relationship with its environment.  Thus, voltage V varies with the particle’s environment, and expresses the particle’s position with respect to (wrt) that environment, or rather its existence at a particular location in the environment.  Further, since a particle has energy even isolated from its environment, part of V actually expresses the tension between different elements of the same particle.  This creates a broader concept of voltage than does conventional thinking, which regards voltage merely as the gradient of an electric field at every point, as something that would exist whether a given “test particle” (regarded as a point particle) were there or not.  The covering concept presented here unifies the concept of voltage for a field with voltage for an object.  It also recognizes “self energy”, and hence “self voltage”, as part of the total energy and voltage of a given object.  The difference between a “self” property and the corresponding external property depends on where you draw the line between “selfs”.  That is, energy and voltage remain the same on all scales, but what we consider “objects” differs depending on our perspective, on whether we consider electrons, complex molecules, macroscopic objects, or solar systems.

In spite of all the above regarding voltage, we would be hasty in defining voltage as energy per charge, as the ratio of two integrals.  Rather, under the discussion of Faraday’s Law, we’ll define voltage as the temporal change in a single integral, magnetic flux Φ.  Essentially Faraday’s Law states that the two meanings are equivalent or at least related, as will be shown.  Suffice it to say for now that the conventional understanding of static voltage, depending only on position and mysteriously independent of the matter that creates it, needs fundamental rethinking.  The prevailing concept of voltage, via electrical circuit theory, isn’t wrong, but limited.  By its very definition, voltage is a dynamic quantity, resulting from circulating motion.  However, for the purpose of Gauss D, it is the variable property that combines with fixed charge e to produce energy eV.

There is one more property to associate with each of the four laws, having dimensions of force times area or energy times length.  Since force often obeys an inverse square law, its surprising how little attention this property has received in physics, lacking even a name.  With deference to anyone proposing a more fitting alternative, I suggest this property be called “strength”, since it expresses the strength of a force independent of distance.  From Coulomb’s Law, Eq. [23], the strength between two charges ±e is kCe2, which constant will here be called “electrical strength”.  Its ratios to “rotational strength” hc (fine structure constant α) and to “gravitational strength” Gm2 form some of the greatest enigmas in science.  Under Gauss B, this paper will argue for a fourth “radiation strength” or “thermal strength” kRAW4, with equivalent dimensions of pressure (energy density) times distance to the fourth power.  [kR = 4σ/c is the Radiation constant (σ is the Stefan-Boltzmann constant π2kB4/60h3c2) in pressure per temperature4, and AW = hc/kB is Wein’s constant (kB is Boltzmann’s constant) in length times temperature.  Planck effectively showed that kRAW4 = π2hc/15.]  Though much can be said about the dimensionless ratios between these four strength constants, it suffices for now to recognize that electric strength kCe2 corresponds with the electric Gauss  Law.

Still more can be deduced about particles.  If fundamental particles exist, and if they are fungible, one the same as another, then they must each contain the same magnitude of charge.  It may be ± e, ± e/3, or some other value, but in any case, either 1) fundamental particles don’t exist; 2) they are not fungible, being of many types, or 3) they all have the same charge magnitude.  There are no other options.

As a final thought experiment concerning Gauss , consider the universe as a whole as the volume of integration. If the universe is finite, Gauss  requires ANY net charge, positive or negative, to create a net  field pointing into or out of the universe itself.  As we’ll see, Poynting’s Theorem requires movements of charge within a volume to create radiation into or out of that volume.  That is, any sort of motion in a net-charged universe would result in energy flows into or out of the universe itself, violating conservation of energy.  Therefore, if the universe is finite, and if there are no interactions between matter in the universe and matter without, then the universe must be electrically neutral.  The number of positive and negative charged particles in the universe must equal exactly.

This law clearly expresses conservation of charge.  It tells us that there exists a certain amount of matter in the universe, composed of charge.  If it could be created or destroyed, based on Gauss  alone, it would have to be done in an electrically neutral way, via particle-anti-particle annihilation (though this is not to concede that such apparent events actually occur).  The charge energy of matter, its potential to interact with other matter, resides in space in its  fields, and a charge possesses potential energy by virtue of residing in the E fields of other particles, per Poynting.

Now refer back to the Fundamental Energy Chart (ref.), which summarizes the associations made with the Gauss  Law.  It expresses the existence (being) of matter and is associated with the transformation of reflection.  Its fundamental conserved property is charge, expressed in the particle constant e, energy qV, force qE, and strength constant kCe2.  Giving Coulomb’s Law as an approximation, Gauss  nevertheless does not provide the boundary conditions necessary for a complete wave-like solution, nor the time dependence for any sort of dynamic solution.  For these, we must turn to the other laws.

There remains an important, unanswered question: if matter diverges or spreads, what prevents two like adjacent elements of matter from diverging or flying apart?  The static Gauss  Law provides no mechanism to attract like elements.  We must look to the dynamics of Ampère’s Law for the fundamental mechanism of attraction.

Part 2: Ampère’s Law

If matter, by its very existence, tends to repel other matter, how can there be any sort of attraction at all?  Why isn’t all the matter in the universe homogeneously spread throughout space?  The answer is both simple and profound, and expresses the root physical meaning of Ampère’s Law.

Consider the flow of water through a pipe or river.  What happens when the flow velocity increases?  The channel constricts, of course.  Conversely what happens when you constrict the flow, say, exiting a garden hose?  The velocity greatly increases.  The reverse is also true, that a decreased velocity accompanies an expansion of the cross section.  Now does the increased velocity cause the constriction or does the constriction cause the increased velocity?  Neither.  They are two inseparable parts of a whole.  You can’t have one without the other.  Why?  Because the same amount of matter per time through adjacent cross sections must equal, or matter would not be conserved.  Thus, velocity (distance per time) is not the physical property governing motion, but rather matter per time.  This is the physical essence of Ampère’s Law, and the fundamental dynamic cause for ALL forces of attraction, including gravity.

Whether regarding the flow of water through a pipe, charge through an electric circuit, or energy through supposedly empty space, the principle remains the same: a temporal change in flow necessitates a spatial change (constriction or expansion) in flow cross sections.  There exists an essential relationship between the temporal change of one thing and the spatial change of another.  But what are these things?  How can we express the concept quantitatively?  We must express the flow of matter both in terms of temporal change and spatial change, and then equate the two.  If time and space are in fact independent, as argued in another paper,1 then there is no other way to express this necessary relationship.  It is fundamental to all dynamics.

Our strategy then is to first derive an expression for temporal change in matter flow, and then an equivalent expression for spatial change.  As argued under Gauss , the equations governing matter are not ultimately expressed in terms of matter itself, but in terms of the fields of matter.  Fields constitute the accounting system necessary to track to the locations and movements of matter, so that motions can accord with Mach’s Principle: motion is only meaningful relative to matter.  Therefore, temporal changes in the fields of matter constitute motion.  Charge field  for each point in space represents the integral sum of field contributions from all matter, with the nearest matter to each point contributing the most.  As explained by Maxwell himself, a change in this field with respect to time represents a flow at that point, here denoted by “current field” J.  It is unfortunate that the symbol J, current per area, has been called “current density”.  In all other cases, “X density” refers to property “X per volume”, while “X field” refers to X per area.  Therefore, in this paper and against custom, J will be called “current field”, the time derivative of “charge field” .
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[2.1]

Before proceeding, we must clarify that current field J is emphatically NOT the reference-frame dependent J normally found in Ampère’s Law.   Nominal J is derivable from reference-frame independent J, as was shown in the referenced paper.1  The flow of matter relative to its environment does not depend on one’s reference frame.  No matter how fast you run, the river channel constricts when it flows faster relative to the shore.  No matter what your frame of reference, the filamentary binding of plasmas increases with increased current flows.  However, you might see the river’s flow differently if you swim with the current than if you stand on the shore.  The great 18th Century mathematician Leonhard Euler recognized this important distinction, when he proposed the total, convective or hydrodynamic time derivative:
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[2.2]

The first term on the right considers observed changes to a flow within a particular reference frame, while the second, the advective term, considers the flow itself, as determined by that frame.  Reference-frame dependent J, for example, can be derived from the advective term, while it took the genius of Maxwell to recognize that observed changes in the field also constitute part of the total flow.  However, their sum, the total time derivative, is independent of reference frame, as has been well known in hydrodynamics for 250 years.  It’s time for this fundamental concept to be extended to electrodynamics, and thence to all physics.  There is no need to express [1] with two terms, when both are already included via the total time derivative:
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[2.3]

Surprisingly, Eq. [1] provides everything needed to generate the condition for steady state flow, flow that encounters no resistance whatever.  Since flow is essential for a balance between attraction and natural repulsion, as argued further below, the trivial solution J = 0 is not even physically meaningful.  There is no such thing as “not moving” or “at rest” in an absolute sense, because motion actually provides the balance necessary for structures to exist, as will be discussed further under Gauss B.  We therefore seek a dynamic state in which the magnitude of D remains constant over time:
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[2.4a,b]

The orthogonality condition of [4b] is thus equivalent to constant , the steady state condition.  When changes in  are perpendicular to  itself, its magnitude remains constant.  Such a condition occurs when the field follows a sinusoidal, spiraling path, and many important physical lessons can be learned by musing over this simple fact.  It is the core reason why waves propagate sinusoidally, why they can pass through each other without interference, and why alternating currents (AC) transmit far more efficiently than direct current (DC).  This condition, along with a similar one for magnetic field B, could also be termed the stability conditions, because they must be met at all points in the fields of stable structures.  Otherwise the structure would naturally change, and by definition not remain stable.

Remember that J includes reference-frame dependent J, and represents the flow of matter, independent of reference frame.  For most physical problems, we are interested not in the interaction of this J flow with its own  field, but rather with the field of the environment E = env/ε0.  The orthogonality condition, the condition of zero resistance, then reads:
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which has physical units of power density.  It means that when current field J flows perpendicular to environment field E, no power is radiated.  It can continue to flow unimpeded.  In most real-world situations, however, a portion of J actually runs parallel with the E field, or alternatively a portion of E
runs parallel with J, so that [5] is non-zero.  A positive value for the dot product indicates that power is radiated away from a given point.  This case of dispersion is by far the most common, because matter tends to flow away from the dominant body at any point, or in the same direction as the field of that body, as argued under Gauss .  Now let σ represent the proportion between the projection of J onto E and the E field itself.
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Of course, [6b] is the field form of Ohm’s Law, with conductivity σ.  Situations concerned with resistance may generally ignore reactive flows perpendicular to the dominant E field.  However, if J nearly satisfies [5], then its parallel portion approaches zero no matter how conductive the medium, no matter how large σ.  Infinite conductance σ corresponds to zero resistance, perpetual flow.  Such resistance-less flow, then, must be the condition for the existence of stable particles, as will be argued under Gauss B.  Else particles would continue to disperse, and hence not remain stable.

Group Motion and Field:

There now remains the challenge of expressing J in terms of some sort of spatial change.  To conserve matter, the cross sectional area of an increased flow must constrict.  What spatial operation corresponds with constriction or expansion?  To answer, consider some arbitrary cross sectional area, through which matter flows.  As the area constricts or tightens, the curvature, or change in angle per distance traversed (~Δθ/ΔR) around that area increases.  Therefore, an increase in flow is expressed spatially by an increase in curvature, and the spatial operation that expresses curvature is curl.  Thus, the field of matter flow J must equal the curl of some spatial field, here called H:
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Again, you may object that this was already known, as of course it was.  However, at this point, the only claim is that the flow of matter, represented by J, must also be represented by the curl of some new field called H, which will turn out to equal the H field of electrodynamics. Before studying the characteristics of H, consider the curl operation itself.  A coordinate-system free definition looks very like a two-dimensional definition for divergence, as in [1.9]:
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[2.9]

The only real difference between [9] and a 2D version of [1.9] is the unit vector S (hat), because the curl operator generates a vector, not a scalar.  However, this seemingly small difference limits the curl to a strictly 3D concept, since there are no dimensions lower than dl, and since a unit vector for anything higher than area is ambiguous, if meaningful at all.  Defined as orthogonal to area it represents, unit vector S (hat) exists uniquely only in 3D space.  Thus, the curl operator itself is only meaningful in 3D space, thankfully the dimension of physical space.

While the scalar quantity ΔS is not a pseudo property, the unit vector S (hat), like all unit vectors having no dimension, is a pseudo property.4  A convention is required to determine the direction of any given unit vector in relation to the other two unit vectors spanning 3D space, or to determine the direction or sense of “in” or “out” of an area. This convention, namely the right-hand rule, is actually contained in the curl operator itself.  Thus, the curl operator not only subtracts one physical dimension, but also reverses the pseudicity on whatever it operates.  For example, H, whatever it might represent physically, must have the opposite pseudicity of J in [8].  As with all pseudo-vectors, some handedness convention must determine the direction of H relative to other vectors.  That is, H could be chosen to curl around J in a left-handed sense, but is instead chosen to follow the right-hand convention of the curl operator itself.  Hence, eq. [8] has a positive sign by convention.

We might well ask, why do we need another field to express current field J?  Isn’t charge field D enough?  No, two different fields are required to express motion in two fundamentally different ways, crudely classified as turning (curvature) versus twisting (torsion).  Turning, defined as a change in the direction or magnitude of an object’s path, occurs through the application of a D or E field, or the acceleration arising from gravitational field g.  Defined in this way, turning accounts for fields perpendicular to an object’s path, causing changes in direction, or parallel to it, causing changes in magnitude.  On the other hand, twisting accounts for the internal motion within an object as it moves, the relative motion of its components with each other.  For example, a ball or frisbee may spin or rotate as it travels, or the channel of a flow may constrict.  Either way, twisting corresponds to a group motion, since neither rotation nor constriction / expansion is meaningful, except when describing the relationship between the elements of a group.  While the spinning of a frisbee certainly affects the path it travels, its path alone does not provide a complete description of its motion.  Thus turning and twisting are related, but clearly not the same thing.  We can express their relationship mathematically as orthogonal.

How can we visualize a physical meaning for H?  First, realize that constriction (or expansion) is a group phenomenon.  While we can imagine an element of matter moving without consideration of other matter, we cannot even conceive of a single element constricting, except in relation to neighboring elements.  For constriction to occur, the element must bunch in tighter with surrounding elements.  How does each element know where to go in order to take its proper place among the newly constricted bunch?  That’s precisely what the group field H field tracks.

Imagine a tiny, but finite circular area A, though which flows current J *A.  The H field circulates around the area according to the right hand rule, because the cross product itself follows this rule, and the sign of [8] is chosen as positive.  An increase in current causes a constriction in the cross sectional area, so that each element of flow along the edge moves closer toward the center, effectively decreasing the radius of the circle.  For a circular area, the angular change per distance around the cross section (Δθ/ΔR) increases with decreasing radius R.  Thus, the decreased cross section implies an increase in the curl of H around the cross section.

Now let J remain constant through the cross section, and examine H at different points within it.  Note that the curl around the circle varies with 1/R, but the current passing through it, J *A, varies with R2. Consequently H must vary with R, ultimately resulting in H = 0 at R = 0, the critical point of flow center. Thus, though H itself varies through the cross-section, the product of H and its curl, does not.  Again we have no singularity concerns, since H vanishes at the central point.

On the other hand, for a fixed H, an increase in J is inseparable from an increased curl.  If every point within a cross section squeezes toward the center according to its increase in curl, each point will move to the exact position required to fill the modified cross section.  Information about the entire group is contained in the H field at every point.  This is the meaning of eq. [8].

At last we have a reference-frame independent expression of Ampère’s Law by equating [1] with [8]. The more common reference-frame dependent equation arises via eq. [3], as discussed above.
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Hopefully by now you’ll appreciate that this is not merely an empirical formula that happens to give good results, but rather an expression of a fundamental physical principle.  The flow of matter must be expressed both as a temporal change in the fields of matter and as a spatial change (constriction or expansion) in the fields of matter movement groups. Ampère’s Law defines the translation of matter, and should therefore be known as the law of translation.  Just as Gauss D governs the existence of matter and reflection, Ampère’s Law governs the movement of matter and translation.  As will be shown, Gauss B and Faraday’s Law similarly govern the existence and motion of GROUPS of matter, the most fundamental groups being circuits of matter or particles.

As stated earlier, Ampère’s Law holds because otherwise matter would necessarily be created or destroyed.  This is demonstrated quantitatively with so-called continuity equation, which is readily derived from Ampère’s Law and Gauss D by taking the divergence of [10]:
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There are several caveats about [11].  First, the divergence of a curl is NOT zero IF operating on complex fields, having real and imaginary parts.  Its value depends on commutation relations between the partial derivatives d2/dxdy and d2/dydx and similar derivatives (beyond the scope of this paper).
  It can be taken as zero for the purposes of [11] since both H and D here are real.  Second, if time is independent of space, as asserted, the divergence of the total time derivative equals the total time derivative of the divergence (or any other purely spatial operation).  This does NOT hold for partial time derivatives, which operate within a particular reference frame.  Third, the reference-frame independent version of the continuity equation simply states that the total time derivative of matter is zero.  It contains the idea of continuity naturally and elegantly, implying that matter is neither created nor destroyed.  As with all total time derivatives, it implies that an observed change at a particular point (partial derivative) must be accompanied by a flow out of that point (advective term).  “Continuity equations” of all kinds can always be expressed in a more concise, reference-frame independent manner via [2].

Integral Forms:

Ampère’s Law, like Gauss D, can be expressed in many ways.  As suggested earlier, if matter has structure, and can thus be broken into parts at all levels, it is ultimately continuous.  Then the fields of matter and the interactions of those fields must also exhibit a continuum, taking finite, continuous values for every point in space.  The definitions of energy, force, and their densities, eqs.[1.6] and [1.7], apply to Ampere’s Law as well as to Gauss D, except that the definition of energy density or pressure in [1.6a] is incomplete, containing no information about field H, motion, or the concept of group.  Indeed, we can and must add a term to [1.6a] to include pressure gradients due to motion itself.

What can be said about H, commonly called the ‘auxilliary magnetic field’?  The term ‘auxilliary’ suggests a role that is secondary in importance, an afterthought, when in fact it is arguably a more fundamental property than its well-known cousin, magnetic field B.  Just as D is the natural field to associate with charge, so H is the natural quantity to associate with the movement of charge, or current.  But of what is H a field?  In all other contexts, the vector ‘field’ of X has units of X per area, as the electric or magnetic (flux) field has units of electric or magnetic flux per area.  The gravitational field or acceleration has units of gravitational flux (volume per time squared, found in Kepler’s 3rd Law) per area.  And as stated earlier, the “density” of X has units of X per volume.  By these standards, H is neither a ‘field’ nor a ‘density’ of current, but rather a measure of current per length, just as the electric field measures voltage per length.  To be consistent with other ‘fields’, H is a field of the physical quantity with units of charge times velocity or current times length, which I submit should be called ‘current moment’ or ‘magmentum’ for short.  Then, H should be properly called the ‘current moment field’ or ‘magmentum field’, though simply ‘H field’ is no doubt most practical.  The underutilized magmentum property Λ will prove an intuitive measure of suction or radiation, as the product of the path length around a cross section and the current flowing through it. Magmentum, charge times velocity, is analogous in many ways to “momentum”, mass times velocity.

The relationship between charge field D and electric field E is analogous to that between magmentum field H and magnetic field B.  Fields D and H correspond to matter and its motion.  In contrast, E and B correspond to the environment as a whole.  Thus, E is proportional to the integral sum of D fields for all matter, with the “permittivity” constant ε0 representing the finite capacity for storing matter in space itself.  Similarly, B is proportional to the integral sum of H fields, with the same finite capacity limit times some finite limit due to motion itself.  This new constant must have units so that the product of B and H has the same units as the product of D and E.  Since H has units of D times velocity, B has units of E divided by velocity.  Therefore, the new proportionality must have units of ε0 times velocity squared.  What velocity?  The same velocity that causes electric repulsion to balance magnetic attraction: ‘light’ constant c.  In terms of new constant μ0 = 1/ε0c2, the equivalent equation to [1.5] is then:
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A word about constants is now in order.  Historically c, ε0 and μ0 represented the fundamental constants for three completely separate branches of physics: optics, electricity and magnetism.  Since Maxwell’s genius revealed the product of these three constants ε0μ0c2 as unity, clearly no more than two of them can be considered fundamental.  Moreover, both ε0 = 1/Z0c and μ0 = Z0/c can be defined in terms of the so-called “impedance of free space” Z0 = 2αh/e2 = 2αRH, where α is the unitless fine structure constant, h Planck’s constant, and RH the Hall resistance h/e2.  For reasons that will become clear under the discussion of Faraday’s Law, the constants h, e, and c2 will be considered fundamental, and the others derived.  Not satisfied with the empirical facts expressed in the above relationships, we will attempt to uncover the root meaning of these constants, and discover why these relationships must hold.  Then we might hope to gain a deeper understanding of ε0 and μ0 than given in the heuristic arguments above.  Later in this section, we’ll find that mass is a measure of “resistance to motion”, specifically translation, and that the constant c2 is the proportion between an object’s energy and its “resistance to translation” mass.  It will provide meaning to the famous, but needlessly mysterious translational energy equation E = mc2, falsely attributed to Einstein.

We are now in a position to derive equations of motion analogous to the field, force, and potential laws related to Gauss D.  However, here we must deal with vector and even tensor quantities in addition to scalars, so the analysis is considerably more complex.  Not surprisingly, many different magnetic “force laws” have been proposed since Ampere’s original 1823 paper, each claiming to be the “right” one.  In this paper, I will derive only the most basic formulas, however, in a future paper I intend to show that the entire myriad of force laws can be derived from the same set of first principles, and that each “law” holds under different assumptions and approximations.  None of them hold in general, because all begin with globs of matter and ignore the balance necessary for the structures we call particles to exist in the first place.  At some level, interactions within particles are no longer insignificant compared with interactions between particles, and may not be ignored.  Then we must return to the more fundamental field concepts.  Sadly electrodynamic textbooks rarely if ever derive “force laws”, but simply state them.  In contrast, our quest for meaning demands that we slow down and actually derive these relationships, and by the effort discover what approximations and assumptions must hold for each given formula.  Begin with an analogy to [1.8]:
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[2.13a-d]

Equation [13a] simply defines current element dI, analogous to [1.8a] for charge element dq.  Pseudo-scalar current dI passes through area dS, and equals the product of current field J at that location, area dS, and the cosine of the angle between them.  Thus, the more J aligns with dS, the greater the current passing through it.  Next [13b] replaces J with the curl of H per [8], and [13c] expands it with a textbook vector identity.  Finally, [13d] redefines linear element dl┴ and “magmentum” element dΛ┴.  The first constitutes familiar textbook fare, stating that the current passing through any given open surface equals the path integral of the H field around that surface.  Note that element dl, defined as the path element around area element dS, is perpendicular to dS, and contributes to the integral only when parallel to H and thus perpendicular to J.  It should not be confused with the linear “current element” dl┴ parallel to the path of J, discussed below.  Now Stokes’ curl theorem, which follows from the definition of curl [9], with A set to H states:
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[2.14]

Since the integral surfaces are arbitrary, the second term in [13d] vanishes.  Thus “magmentum” dΛ┴ doesn’t diverge, but rather follows a closed loop path.  Still dΛ┴ = H x dS will prove to have some interesting properties. Since only the projection of dS onto J contributes to the integral I, only the portions of dΛ┴ perpendicular to both H and J play a role.  Since J points in the flow direction and H circulates around the flow, orthogonal contributions of dΛ┴ point outward, as determined by the right-hand rule applied to H x J.  Therefore “magmentum” dΛ┴ expresses a current or flow due solely to the expansion or contraction of the current cross section.  { Physically this means that the divergence or spreading out of magmentum, like the spraying of a garden hose or expansion of a fluid channel, in and of itself constitutes a current.  Put another way, if a current ceased to flow, for whatever reason, the lack would necessarily be compensated by an outward radiation of matter, since matter can’t simply cease to exist.  Therefore, in a sense it is the flow itself that binds matter together.  This is a fundamental insight into the very structure of matter, and will be considered further under Gauss B. }

To determine H for a given distribution of current, we need something similar to Cartan’s manifold reversal trick, as with Q = D * dS = dD * S.  However, the problem is not as simple, since field element dH is perpendicular to surface element dS.  Instead we must define two new magmentum vectors:
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[2.15a-b]

From [15a] we can see just how J came to be called “current density” as a sloppy substitute for the more correct “current moment density”, or via the newly coined term “magmentum density”.  Here we are not interested merely in the current passing through a cross section, but in this current field J through an entire volume element dτ.  Moreover, for many applications we are not interested in the details of the current’s distribution, but only in its magnitude I times infinitessimal length dl||.  Since matter is neither created nor destroyed, current I along a given path remains constant, so [15b] also represents magmentum element dΛ||.  This product is often called a “current element”, though it clearly has dimensions of current times length or magmentum.

Now imagine a sphere of radius r surrounding magmentum element dΛ||.  The area element dS on the surface of this sphere clearly points in the same direction as vector r, from dΛ|| to dS.  Therefore, dΛ┴ is perpendicular to both H and dS, and represents the vector between dΛ|| and its projection onto r:

[prove!]
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According to the Cartan manifold trick, we obtain the same result if we take the entire implied sphere with S = 4πr2, and add up the elements dH from each magmentum element:
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[2.17a-b]

Since the sum of the two magmentum elements is parallel to r, its cross product with r (hat) must be zero:
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[2.18a-b]

Since r is perpendicular to dH and parallel to S:
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[2.21a-b]

Of course, [21b] is the familiar Biot-Savart formula for the H field, more commonly expressed in terms of B = μ0H.  Historically Biot and Savart didn’t express their results in terms of a field, but in terms of a force, as will follow.  Note that the handedness of H arises from the right-hand convention of the cross product itself.  For many reasons, including an easier comparison with electric field E, I prefer to express μ0/4π in terms of Coulomb constant kC = 1/4πε0.
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[2.22]

Let’s pause for a moment to consider the meaning of the terms “Law”, “Theorem” and “Definition”.  In an ideal world, a “Law” should always be axiomatic, unprovable, yet assumed true, while a “Theorem” should follow from a given set of “Laws”.  Finally a “Definition” should not express any debatable point, but merely establish the meaning of terms used in an argument.  Unfortunately as indicated at the onset of this paper, to distinguish between the three is nontrivial.  Choosing one set of “laws” as foundational axioms, we can derive equivalent “theorems” that might just as well been chosen as “laws”.  Moreover, most “definitions” necessarily presume the existence of certain relationships, and thus might themselves be considered “laws”.  In the end, what gets called “law” and what “theorem” is largely a matter if history.  For example, the Biot-Savart field “law” [21] or any of the so-called force laws to follow aren’t really laws at all, but theorems, according to this logic.  If H is “defined” according to Ampere’s “Law” as in [8], it must equate to [21] as a consequence, so [21] is technically a “theorem”, not a “law”.  Moreover, the “definition” in [8] arises from the deeper “law” or “principle”, beyond mere mathematics, that insists that the flow of matter through adjacent cross sections must equal, or matter would be created or destroyed.

Armed with magnetic fields H and B, we may now sally forth and derive some of the forces resulting from their interaction.  Analogous to [1.6a], the energy density or pressure resulting from the interaction of the motion of matter H and the motion of the field B, is simply:
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And equations [1.6b-7] still apply as definitions of energy and force.  Here the subscript ‘k’ in [23] denotes “kinetic” as opposed to “potential” in [1.6a].  Under Faraday’s Law, we’ll discuss the physical meaning of the sum and difference of these two energies, the latter corresponding to the action principle expressed in Faraday’s Law.  For now, focus on the vast repertoire of magnetic forces arising from this simple definition of interaction.  For some of these, it may require expressing magmentum Idl|| by its equivalent Jdτ, as in [15].  The procedure is the same as in the derivation of Coulomb’s Law, first assuming a uniform external B field in the region nearest the object H field, analogous to [1.16]:
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Next employ the same vector identities to H and B expressed for D and E in [1.17-19]:



[image: image69.wmf](

)

(

)

(

)

(

)

(

)

B

H

H

B

B

H

H

B

H

B

~

~

~

~

~

~

~

~

~

~

Ñ

·

+

Ñ

·

+

´

Ñ

´

+

´

Ñ

´

=

·

Ñ

r

r

r

r

r


[2.25]



[image: image70.wmf](

)

(

)

(

)

(

)

(

)

B

H

H

B

H

B

H

B

B

H

~

~

~

~

~

~

~

~

~

~

·

Ñ

-

·

Ñ

+

Ñ

·

+

´

´

Ñ

-

=

Ñ

·

r

r

r

r

r


[2.26]

Under Gauss B, we’ll explore the meaning of non-diverging fields, but for now accept the last two terms in [26] as zero.  Then:
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[2.28]

Gravitational Analogy, Part 2, and Kepler’s 3rd Law:

All of the magnetic properties introduced in this section have gravitational equivalents, so we can extend the chart begun in the Gauss D section, [1.24-27]:
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[1.26] =>
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The last of these equations [33b] merits more than a mere raised eyebrow.  It states that a time change in gravitational field g, or simply gravity, is equivalent to a spatial change in rotation field ω, and that the constant c2 serves as the proportionality.  Effectively this constitutes a dynamic, rather than a static, blob-based understanding of gravity.  It demands rethinking ω no longer as a single vector for a single discreet object, but as an entire vector field.  In fact, Kepler’s Third Law follows as a special steady-state case of [33b] for orbiting planets:
[33b] =>
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[2.34]

We readily recognize g as the sun’s gravitational field, but rarely think in terms of its rotation field ω.  But like electric  and magnetic  fields, g and ω actually manifest the same field phenomenon from different perspectives.  With both fields falling as 1/r2 from the sun, their mutual dependence is partly expressed in [34], and partly in the gravitational equivalent of Faraday’s Law below.  In steady state, by definition there are no changes in the fields wrt time, and thus both sides vanish.  This further implies that the integral on the right hand side remains constant in steady state, leading to Kepler’s Third Law.

Remember that the relation holds for any choice of integral surface and bounding path, so we can learn different things by examining different paths.  The simplest choice is the path of the planet’s motion.  If ω is everywhere parallel, the simplest solution has the left hand integrand 
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 vanish everywhere, resulting in a path confined to the plane perpendicular to ω.  In this plane, g is actually perpendicular to the areal vector 
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, so the right hand integral is not only constant, but zero.  
The Principle of Feedback:

Unlike Gauss D, Ampère’s Law is dynamic, involving time, and thus with Faraday’s Law is responsible for the propagation of waves.  However, [10] holds everywhere at all times, and therefore so does any integral sum of this differential, regardless of how large the integration volume.  There is no delay in its effect, or matter would be created (annihilated), only to be annihilated (created) once the law had a chance to “catch up” in operation.  In this sense, Ampère’s Law, like all the laws, operates instantaneously.  The constriction occurs precisely when the flow increases.  As with Gauss D, Ampère’s Law admits a particular solution, which acts instantaneously, plus a wave solution that acts with a delay as a shock absorber.  We are now in a position to understand more clearly how this shock absorber solution occurs, through the incredible phenomenon of feedback.

To understand how feedback operates in fields, it’s helpful to regard the right-hand side of the fundamental equations [1.1] and [10] as causes and the left-hand sides as effects.  In this framework, matter ρ “induces” charge field D in [1.1] and temporal changes in D induce spatial changes of H in [10].  But the induction doesn’t end there, because we’ll see that by Faraday’s Law, temporal changes in magnetic field B (proportional to H) induce spatial changes in electric field E (proportional to D).  This process continues ad infinitum, because changes in E (D) induced by Faraday’s Law induce changes in H (B) by Ampere’s Law, and so on.  As will be discussed under Faraday’s Law, the feedback is negative and diminishing, so that each successive term in the series carries the opposite sign of and a smaller magnitude than its antecedent.  No terms in the feedback series diverge, so their sum still satisfies the Gauss Laws.  And since each term in the series is generated by Ampere’s and Faraday’s Laws, the total fields also satisfy those equations.  This basic principle of feedback is sufficient to derive all known relativistic effects, as has been demonstrated in the work of Thomas Barnes, Charles Lucas, Andre Assis, and others.

Helpful though it may be to think in terms of this induction process, however, in reality the left side doesn’t “cause” the right any more than the right does the left.  It bears repeating that all the fundamental equations express equalities between two inseparable phenomena.  By Mach’s Principle expressed in Gauss D, charge may not exist without a charge field, and by Ampere’s Law, matter flow may not change in time without constriction or expansion.  Similar inseparable concepts are embodied in Gauss B and Faraday’s Law.

The Source of Attraction:

André-Marie Ampere himself discovered that parallel currents of electricity tend to bind together.
  The greater the current or smaller the distance between current streams, the greater the binding force between them.  This is consistent with what we’ve discovered about matter flows of any sort tending to constrict or draw in adjacent flows.  The motion of a charge element around a circuit is analogous to the motion of a mass in gravitational orbit, but with opposite signs.  For the mass, an attractive gravitational force is balanced by a repulsive centripetal force arising from its motion.  For the charge element, the repulsive ‘electric’ force from neighboring charge elements is balanced by the attractive ‘anti-centripetal’ force induced by its motion.  In both cases, the forces exactly balance when the mass or charge element attains a certain velocity.  In the case of a charge element, this special velocity with respect to the rest frame of the circuit just happens to be ‘light’ constant c.  As demonstrated experimentally by Wilhelm Weber in 1856,
 repulsive electric forces and attractive magnetic forces balance exactly when charge travels at this special speed we denote by c.  In any case, we can now see how motion actually creates an attraction to balance the natural repulsion between like elements of matter described under Gauss D.  We can also begin to see how circuits of flowing matter might achieve the balance necessary to form the fundamental structures we call particles.  Finally we now have an hint that gravity could be a higher order effect in which the motion binding particles together contributes to the attraction between otherwise neutral structures.

This paper has repeatedly emphasized that ‘static’ forces between elements of matter repel, and it is impossible to achieve equilibrium with static forces alone.  However, not all seemingly static forces are truly static, but may (nay must) in fact already include a balance of forces in “quasi-static” equilibrium.  Earnshaw’s Theorem, proposed in 1842 by Rev. Samuel Earnshaw,
 states that the ‘static’ force F acting on any body never diverges.  This means that ‘static’ F can’t push for a bit, then stop pushing, and begin to pull back.  Clearly then, a body acted upon by a divergence-less, static force has no hope of reaching an equilibrium position.  However, Earnshaw went on to claim that matter could thus not be composed of electric charges in stable configurations operating under inverse square law forces.
,
  Considering only the ‘static’ force F = qE, Earnshaw ignored ‘quasi-static’ Ampèrian attractive forces, and the fact that equilibrium necessarily involves dynamics.  He mistakenly assumed that all inverse-square law forces are static.  However, in equilibrium, each element of matter in a flow replaces an identical element, so that a configuration remains ‘quasi-static’”, even though nothing remains truly ‘static’.  Sadly Earnshaw’s thinking influenced Maxwell, who shared his view of a universal ether, and later Einstein, who abandoned the ether, but retained a suspicion of the sufficiency of electrodynamic laws.  The mindset is with us still.  Right or wrong, modern-day Earnshaws dominate thinking in physics today.

Was Earnshaw right?  Or can inverse square forces balance to create ‘quasi-static’ equilibria?  To answer we must first answer other questions.  Are all inverse square law forces static?  Clearly not.  If static forces always repel, what forces attract?  No option remains but dynamic forces. Ampère’s Law states that moving charges, described by changing charge D fields, induce magnetic H fields.  As will be shown from Poynting’s Theorem, magnetic fields B and H may interact to create rotational pressure PR, whose gradient results in a net attraction.  And as will be shown in the Neumann and Amperian derivations, Amperian forces are inverse square forces.  In general, the greater the relative velocities of charge elements, the greater the force of magnetic attraction.  If the relative velocities are low, static repulsive forces dominate, and if high, magnetic attractive forces.  Then there must exist some special velocity at which the forces balance exactly.  This special velocity is c, which may justly and with good sense be termed the ‘speed of charge’ rather than the ‘speed of light’.  No, Earnshaw was NOT correct in claiming inverse square forces insufficient for equilibrium.

Faraday E fields, induced by B fields, are not necessarily constrained to Earnshaw’s static divergence restriction either, but would not even exist without Ampèrian H fields.  Thus we can with confidence claim Ampère’s Law as the seat of ALL attractive forces, and call it the ??“king of laws”??, as Maxwell himself did.
  But what exactly are the attractive forces?  Obviously the force of gravity and the Amperian force between current elements, but what about the force between oppositely-charged particles?  This must be due to relative motions within the particles themselves.  There is also the force between charged particles of either sign and uncharged matter, first observed by Benjamin Franklin in 1749.
  Also the Bernoulli attraction caused by the relative motions of uncharged matter flows, and a related attraction between currents and charged matter, identified by Assis as a consequence of Weber theory.
  Poynting himself identified an attractive gravity-like force on small particles due to solar radiation,
,
 later known as the Poynting-Robertson effect after Howard P. Robertson, who explained it in terms of General Relativity Theory (GRT).
  If restricted to Maxwell’s equations as the fundamental equations of nature, we must conclude that all of these attractive forces have their origin in Ampère’s Law.  They must all be manifestations of the same phenomenon: net attraction via relative motions exceeding the speed of charge c.  Here follows a table to summarize known attractive forces…


Ampère
Moving charge
Moving charge


Weber-Assis
Stationary charge
Moving charge


Franklin
Stationary matter
Stationary charge



Bernoulli
Stationary matter
Moving matter


Poynting-Robertson
Radiating matter
Moving matter


Gravity
Stationary matter
Stationary matter


Positive-negative
Stationary positive charge
Stationary negative charge


Ionic bond
Net positive charge
Net negative charge


Covalent bond
Net north moment
Net south moment


Hydrogen bond
Positive pole of dipole
Negative shell


Dipole bond
Dipole
Dipole


Van der Waals
?
?


Strong nuclear force
Proton moments
Electron moment

For completeness, we can identify the repulsion between like charge elements and the weak nuclear force as resulting from the dominance of Coulomb repulsion.

It’s not hard to accept that Ampère’s Law applies when something moves, but harder in the case of the Franklin, gravitational, of positive-negative particle forces, where everything SEEMS static.  However what seems static, contrary to Earnshaw, is actually quasi-static, because all charge elements in the universe are in motion all the time.  The most amazing thing is not that gravitational and electric forces have a common origin, but that attractive forces of any type exist at all!

Consider the force between oppositely-charged particles.  Abiding by the assumption that all charge elements are fungible, positive and negative particles may not differ in anything intrinsic in their elements, but only in the motion OF those elements.  As discussed under Gauss B, three-dimensional space admits only two types of motion around a circuit with finite cross-section: right-handed and left-handed helical motion.  Most charge elements move with absolute velocities near c, and so are close to equilibrium.  The elements of like-charged particles, moving with identical helicity, move with relative velocities slightly less than c and so repel, while the elements of oppositely-charged particles move with relative velocities slightly greater than c and so attract.  This net repulsion or attraction, then, represents only a small part of the total repulsion that would exist between elements if they remained static, without any motion (of course without any motion the particles would fly apart anyway).  The actual static charge inside each particle may exceed ±e by orders of magnitude, and could turn out to be Planck charge e/√α, giving physical meaning to the fine structure constant.  By deducing the internal structure of a charge particle from the fundamental laws, we should be able to determine this actual charge.

Because fungible particles exist per Gauss B Law and because each of the four fundamental laws express a conserved property, each property must be constant for every particle. As has been discussed, Gauss D conserves charge ±e and Gauss B entropy kB, while now Ampère’s Law conserves velocity c.  However constant c also implies constant c2, which may in fact be the more appropriate value to consider as the conserved quantity because of its relationship with energy.

…

Mass is the resistance to motion.

…

There are two fundamental quantities associated with motion: angular momentum or action and velocity or, equivalently, exertia, velocity squared.  These quantities are conserved in the two time-dependent laws of Faraday and Ampère respectively.  Taking energy as the most fundamental of all properties, these two laws actually define frequency (energy per action) and mass (energy per exertia).  And, of course, time itself is best defined by the period of cyclical motion, that is, the inverse of frequency.

Einstein’s postulates of a constant speed of light in all frames presupposes the notion of light as a propagating thing in itself.  The universal constant c desperately needs a new interpretation as well as a new naem.  I propose it should be dubbed the ‘speed of charge’ rather than the ‘speed of light’.  Petr Beckman hit the nail on the head when he identified the fallacy in all pro-Einsteinian arguments as equating constant c with the speed of light.

If gravity results from the magnetic fields induced by relative motions, as claimed by Tesla, Lucas, and others, we should expect that proper combinations of magnetic fields might induce or even oppose gravity.  In fact, if repulsion is the natural order of things, anti-gravity ought to be no surprise at all.

To summarize.  Just as the existence of charge constant e is inferred from the Gauss D Law, though not explicitly stated, the existence of closed-loop particles with elements moving at velocity c is inferred from Ampère’s Law.  If the laws governing particles are universal, and if all particles are fungible (one particle behaves the same as another), then all charge density must be travelling with the same relative velocity, namely c.  This is the fundamental meaning of c.  The propagation of radiation at this speed is a consequence, not a fundamental law of nature.

Part 3: Gauss B
This neglected law, always dragged along with its famous twin, Gauss D, is usually assumed to hold somehow, although in fact, it is the first to be violated in even the simplest scenarios, albeit unknowingly.  Beyond regrets that the non-existence of a ‘magnetic monopole’ spoils an otherwise beautiful symmetry, most textbooks give little time or attention to its physical meaning.  However, this law must express the conservation of something or it wouldn’t have a place with the other great laws of the universe.  The following discussion will argue that it may hold the key to unlocking our understanding of the universe, like the still, small voice that quietly waits to reveal its secrets to whomever will listen.  There is more to say about this elegantly simple law than the other four combined.

If all matter is composed of charge, and if charge must be in motion to avoid explosion, then all charge must be in motion. In fact, the very existence of motion can stem only from the motion of charge, since motion apart from matter is meaningless and all matter is charge.  {Gauss B tells us that this charge must move so as not to accumulate in any given location, or there would be ‘magnetic monopoles’, non-zero contributions to the divergence of B.}  It doesn’t say how fast charge elements move (that is reserved for Ampère’s Law), only that they must move so as not to accumulate spatially.  Now the only way to avoid accumulating charge everywhere at all times is for it to move in closed loops.  The path of motion for any charge element may never end or a divergent B field would result.  And since the universe is finite, per Poincare’s recurrence theorem, the element must eventually return to the point where it began.  That is, its path must form a closed loop. Then all charge must exist in closed loops, and if all matter is composed of charge, then all matter must exist as closed loops of charge. Yes, this all-too-often-ignored law actually demands and defines the existence of particles.  It also tells us that particles, these loops of charge, can neither be created nor destroyed, or there would be ‘breaks’ in the loops, violating Gauss B.

Now a point particle is mutually exclusive with a closed loop particle.  By definition, a closed loop must encircle an area and therefore occupy a finite amount of space.  Then if matter itself must move in closed loops, it must also exist in finite quantities.  This is the Atomic Principle, which states that matter cannot be divided indefinitely.  After a finite number of divisions of matter, we must reach an ultimate object, an elementary particle, which cannot be divided.  If the division could continue indefinitely, we would have point particles, incapable of organizing into closed loops.  The Atomic Principle is not a postulate or conjecture, but a consequence of the closed loop nature of matter, which is in turn a consequence of Gauss B.

We must therefore agree with string theorists that the fundamental units of matter are ‘loops’ or ‘strings’ of charge, although we do not have to accept a priori the notion of extra dimensions as a physical reality, however useful the mathematics.  Actually the idea of vortices of matter originated with Rene Descartes over 350 years ago,
 and vortices or loops of charged matter with Ampère himself in 1823.  Rather than expressing a new idea, string theorists echo the 1915 ‘magneton’ proposal of Alfred L. Parson, though they do not believe electrons or protons to be fundamental particles.  To this, we can ask, “Whence ±e?”  If electrons and protons are not fundamental particles, but built of things that are, then what are the charge values of ‘strings’ or ‘superstrings’?  Or if strings are not composed of charge, what are they composed of?  Deductions about the internal structure of fundamental particles will follow.

Since particles must form closed loops, these loops must contain some finite amount of spatial area.  That is, there must be a ‘hole’ because it is impossible to have current with only a point.  Thus, Gauss B demands the existence of magnetic moments μ, the product of the total current I around a loop of area A, pointing normal n to the circuit by the right-hand rule convention.



[image: image92.wmf]n

μ

ˆ

~

IA

d

V

=

×

º

ò

t

H

r


[]

In general the direction of unit vector n will depend on the geometry of the circuit, that is, the distribution of current density J.  The existence of μ must hold for all charged matter, down to the most fundamental unit of charge, whatever that may be.  The reverse is also true, that the existence of magnetic moments, which protons and electrons both definitely possess, demands the existence of current loops.  Thus, whereas Gauss D rejects the notion of point particles because it would require infinite charge density, Gauss B rejects it because point particles cannot produce magnetic moments.  And because magnetic moment μ is the property that uniquely characterizes a charged particle, Gauss B may be called the ‘self’ or ‘inertial’ law.

Since a charge distribution must extend spatially by Gauss D, an elementary particle must have finite thickness.  Then a charge element within a particle must orbit not only around its circuit, but also within its cross-sectional area.  Per Gauss B circuit completion requires that each element orbits around its circuit and cross-section in an integer relationship, or the motion of the element would not form a closed loop.  That is, the two components of orbit, around the circuit and around the cross-section, must form a ‘quantum’ relationship.  This is the true origin of all quantum behavior in particles and in their corresponding field distributions.   It is supremely ironic that established quantum theory, which correctly recognizes the behavior, actually violates Gauss B when it assumes point particles or assigns them magnetic moments without providing a physical description.

If our assumption is correct, that the fundamental particles of the universe, whatever they may be, are fungible, then each should have the same quantity of charge.  And if the distinction between positive and negative charge is not a fundamental difference between charge elements, but only a difference in the direction the charge circulates around its circuit in relation to its cross section, then there is no fundamental difference between positively and negatively-charged particles except helicity.

If this sounds like Newton’s First Law, that every action has an equal but opposite reaction, it should.  Newton’s First Law is actually a consequence of Gauss’s B Law.  However it is generally interpreted as simply balancing of forces, which misses the idea of circular flow.  The equal, but opposite reaction is necessary, but not sufficient, to express the concept of a circuit.  A circuit must contain equal, but opposite actions, and it must contain a balance of forces, but also something more.  It must contain a balance of torques, or a series of equal, but opposite actions that work together to form it.  A circuit is irreducibly complex.  Without the contribution of every element, there is no circuit. Therefore Gauss B could then be called the law of irreducible complexity.

This misunderstood law is the first to be violated in almost every popular theory today.  Quantum mechanics, even if accompanied by string theory, provides no physical explanation for the magnetic moment of its multifariously invented particles.  Einsteinian relativity (both special and general relativity theories, SRT and GRT) has no regard for the medium through which a particle passes and the resistance or friction that medium provides.

In physics, many phenomena behave as if guided by some idealized law [Examples: see Beckman].  Now what holds for phenomena, holds for particles also.  Many as-if particles, such as photons, muons, mesons, etc., represent collective movements in E and B fields.  Because changes in EM fields identify real movements of energy, and energy can have apparent mass and even apparent charge, as we’ll see, it’s easy to see how certain patterns of movement could be identified as ‘particles’.  So how can we test whether a ‘particle’ is real, that is, whether it is actually composed of charge or not?  The annihilation test.  As stated earlier, actual charged matter must remain in unbroken loops, and may not be annihilated without violating Gauss’s B Law.  Apparent particles, which represent the movement of energy, may be annihilated by their ‘anti-particles’.  Only real charged particles, protons/positrons and electrons/anti-protons, exhibit no evidence of annihilation.

If the divergence of B at all times and locations is zero, then there may never be discontinuities in E and B fields anywhere or any time, within or without particles.  Such discontinuities would constitute not merely non-zero, but infinite divergence.  Therefore the idealization of ‘elastic collisions’ between particles, as utilized by Maxwell, Boltzmann, and in thermodynamics to this day, must be approximations, however close or useful.

What is true for motion WITHIN charged particles is also true for motion OF charged particles.  That is, all particles or ‘masses’ must move in closed loops or orbits, though those orbits may in themselves follow other orbits.  The path of every particle can be considered an orbit of an orbit of an orbit, ad infinitum.  Rather than a mere orbit of each object, however, Gauss B actually requires something more profound.  It requires that every motion is balanced by other motions to complete a ‘circuit’.  These ‘circuits’ describe the flows of both matter and energy, expressed in fields of matter.

It’s not difficult to see how the elements within a particle can form continuous ‘strings’ or paths in order to satisfy Gauss B, but how can discreet particles themselves form continuous paths of motion?  The answer is simple enough.  They can’t.  Instead they do something absolutely amazing so as to comply strictly with Gauss B at all times and places.  They radiate.  If the relative motions OF the particles in a system do not generate a zero net divergence of B, there must exist some sort of motion WITHIN the particles to compensate.   This is the essence of all radiation and the reason why Gauss B governs it.  Unless the particles in a system all move with corresponding frequencies or ‘matched impedances’, as in Bode’s Law, they cannot satisfy Gauss B.  Thus the point mass or point charge particle is doomed from inception because such a particle exhibits no mechanism to compensate for motions not in compliance.

We could speak sensibly of the relative oscillatory motions of an election and a proton within a neutron constrained by a fixed total amount of energy.  However, we could not speak intelligently of the motion of the neutron or hydrogen molecule as a whole without reference to the motion of some other matter other than to say that it moves with uniform velocity in every reference frame.  In order to provide any meaning to this motion, there must be other matter, whose motions “cause” the motions of the neutron or hydrogen molecule, or more precisely whose motions create a “circuit” of mass or energy flow with them.  That is, from the outset we must examine motion in terms of systems, not merely in terms of individual particles.

Gauss B’s requirement of systematic motion is not easy to meet.  Great care must be taken even in the framing of a question so as not to violate this law.  Many textbook problems in Freshman physics begin with statements like, “Mass m moves with velocity v…”  But of what  is mass m composed?  What caused it to move with velocity v?  With respect to what is v measured?  The answers to these questions are not provided.  If m is truly moving at v with respect to its own frame, and not merely because an observer views it from another frame, then there must be some corresponding motion to balance it.  There must be a circuit.  I am not suggesting that we remove all such problems from Freshman physics textbooks, but instead that these textbooks include some discussion about the limitations of each idealization.  Only with an understanding of these limitations will a student be equipped to recognize the limitations in more complex idealizations.  And herein lies the root of the problems in physics today.

The so-called classical theory of Maxwell, Boltzmann & Gibbs, relativity theory of Einstein, and quantum theory of Schrodinger and Dirac all make idealizations.  Obviously, many of those idealizations come very close to expressing reality, or the theories would not have survived.  However, almost without fail, the law that is violated by these idealizations is Gauss B.  Though the violation usually occurs in ways more subtle than in the Freshman textbook example the principle is the same.  Where is the :other” motion to create the circuit?  What is the “cause” of this or that motion?  Is energy or charge density finite everywhere at all times?

If the universe is already in equilibrium, why do we find so many systems apparently out of equilibrium?  Because there are two components to action density:  of each particle as a whole and within each particle.  There are similar components for energy:  the energy of each particle as a whole (“rest” “mass” energy MC2) and the energy of its motion (18-1) MC2).  We need a quantity to track exactly how much of each type of action-density or energy exists.  That quantity is entropy.  Since the universe is in equilibrium, the total entropy is maximum and constant.  However, it has two components external and internal.

Stot = Sext + Sint

The external entropy we measure Sext, generally increases with time according to natural laws.  Since total entropy Stot is constant this means that internal entropy, Sint, must decrease with time.

If the divergence if B at all times and places is zero, then there may never be discontinuities in E and B fields anywhere or any time, within or without particles. Such discontinuities would constitute not merely non-zero but infinite divergence.  Therefore, the idealization of ‘elastic collisions’ between particles, as utilized by Maxwell, Boltzmann, and thermodynamic formulations to this day, must be approximations, however useful or close.

Vector


Scalar
Action density is to action

As

Current density is to current

Just as E can be considered force per charge (F = qE), so B can be considered action density per charge (X = qB).  Then Gauss’s B Law tells us that action density doesn’t diverge.  This is precisely the definition of equilibrium, the state in which the total vectoral reaction density of a system remains constant.  Gauss’s B Law states that the universe is already in equilibrium at the level of its fields, but not necessarily at the level of macro-objects.

To illustrate, consider the “odd symmetry” of a pendulum identified by Christian Huygens.  Initially, two tandem pendulums may swing with any arbitrary relative phase, but will eventually, through various exchanges in the beam supporting the pendulums, reach a state in which the swing precisely out of phase.  In this case, the total action density, represented by vectors into or out of the supporting beam, approaches zero.  That is, the system approaches equilibrium.  The various particles, which were already in equilibrium microscopically, came into equilibrium macroscopically because of the radiation exchanges between all the particles in the beam.

Conservation of muon, baryon, and electron numbers are a consequence of this poorly-appreciated law, as well as conservation of parity, isotopic spin, and strangeness, when they actually are conserved.

“When we try to pick out anything by itself, we find it is hitched to everything else in the Universe.” - John Muir

Part 4: Faraday’s Law

B-induced magnetic flux ΦB is action LB per charge Q, and the force F acting on charge Q is proportional to the electric field E.  So for a given charge Q, Faraday’s Law could be rewritten in terms of energy…
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Here Faraday’s Law tells us that action LB is constant unless acted upon by an external force, a statement of action conservation similar to Newton’s second law.  Now equation #_V_ follows from #IV exactly if the flux of only one particle is considered.  The equation then is also exact for two or more particles by superposition.  Since particles are discreet, equation #V is always exact.  That is, Faraday’s Law is an exact statement of conservation of action.

The energy per charge, or voltage V, is defined by the net E field at a given location in space as the gradient, or rate of spatial change, of the net E field at that point.  Since positive (negative) fields point away from (toward) source charge elements, another positive (negative) charge residing in this field would have positive voltage V, and hence positive energy, if defined as a negative gradient.  Therefore since like charges repel and opposites attract, the sign of V must be negative, the opposite of positive EMF.  Adding the negative gradient operator to the definition of V in [], we obtain…
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Then the potential energy EP of a charge q or, more precisely, the energy density or pressure PP of a charge density ρ at a particular point, is given by…
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If all charge elements are fundamentally alike, what exactly distinguishes positive from negative charges in particles?  The E fields of any two like charge elements would cause them to separate, leading to the explosion of any distribution of charge density, and the ultimate spreading out of all charge.  Something must exist to hold the elements of a particle together, or there would simply be charge evenly distributed throughout the universe, and there would be no distinction between positive and negative charge.  That something is motion.

To understand what action actually is, an analogy may be helpful.  Picture an electron as an enormous ferris wheel of charge, that weighs as much as a piece of string (that is, not much).  Now picture a proton as a finger ring of charge weighing as much as a car.  We normally think of smaller things as weighing less somehow, but the proton weighs as much more than the electron as the electron exceeds the proton in size.  Think of action as the product of radius (size) and mass (energy), which is the same for all particles whose elements move at velocity c.

Gauss � EMBED Equation.DSMT4 ���	� EMBED Equation.DSMT4 ���	eV  eE  kCe2


Matter	Charge	Potential


Matter	Voltage	Reflection


---	---	Charge


Coulomb	---	Repulsion


	� EMBED Equation.3 ���	





Ampère	� EMBED Equation.DSMT4 ���	mc2  ma  Gm2


Flow	Exertia	Translational


Space	Mass/Inertia	Translation


Newton 2nd	Kepler 3rd	Capacitance


Newman 	Biot-Savart	Attraction


	� EMBED Equation.3 ���	





Gauss � EMBED Equation.DSMT4 ���	� EMBED Equation.DSMT4 ���	kBT   kRAW4


Circuit	Entropy	Thermal


Motion	Temperature	Scale


Newton 3rd	Kepler 1st	Resistance


	� EMBED Equation.3 ���





Faraday	� EMBED Equation.DSMT4 ���	hν/ħω hc/ħc


Feedback	Action	Radiational


Time	Frequency	Rotation
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